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ABSTRACT

During relativistic magnetic reconnection, antiparallel magnetic fields undergo a rapid change in topology, releasing a large amount of energy
in the form of non-thermal particle acceleration. This work explores the application of mesh refinement to 2D reconnection simulations to
efficiently model the inherent disparity in length-scales. We have systematically investigated the effects of mesh refinement and determined
necessary modifications to the algorithm required to mitigate non-physical artifacts at the coarse–fine interface. We have used the ultrahigh-
order pseudo-spectral analytical time-domain Maxwell solver to analyze how its use can mitigate the numerical dispersion that occurs with
the finite-difference time-domain (or “Yee”) method. Absorbing layers are introduced at the coarse–fine interface to eliminate spurious
effects that occur with mesh refinement. We also study how damping the electromagnetic fields and current density in the absorbing layer
can help prevent the non-physical accumulation of charge and current density at the coarse–fine interface. Using a mesh refinement ratio of
8 for two-dimensional magnetic reconnection simulations, we obtained good agreement with the high-resolution baseline simulation, using
only 36% of the macroparticles and 71% of the node-hours needed for the baseline. The methods presented here are especially applicable to
3D systems where higher memory savings are expected than in 2D, enabling comprehensive, computationally efficient 3D reconnection stud-
ies in the future.

VC 2025 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (https://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0233583

I. INTRODUCTION

Magnetic reconnection is a fundamental process where the topol-
ogy of magnetic fields rapidly rearranges (they break and reconnect)
converting energy stored in the stressed regions of strong magnetic
fields to non-thermal particle energy. This process is often invoked to
explain particle energization leading to high-energy emissions in a
wide range of plasma systems. These systems include solar flares,
extreme astrophysical systems such as pulsars, active galactic nuclei,
gamma-ray bursts, and black hole jets as well as laboratory astrophys-
ics and even magnetic fusion devices.1 Studying the plasma kinetic
effects underpinning particle energization is critical to understanding
high-energy emissions from astrophysical systems. Therefore, a first-
principles approach is required to capture the complex interaction of
charged particles with the electromagnetic fields in these systems.

We use a fully kinetic, explicit, electromagnetic particle-in-cell
(PIC) approach2–4 to study relativistic reconnection physics. Significant

work has been done in the past two decades investigating the kinetic
effects that are important to 2D relativistic reconnection in collisionless
pair plasmas5–10 as well as electron-ion plasmas.11 These studies
showed that the high-aspect ratio current sheets become unstable to
the tearing mode instability, leading to the formation of trapped plasma
islands, called plasmoids, that undergo merging and secondary recon-
nection during the non-linear phase. Detailed investigations on the
mechanisms that drive the onset of reconnection and phases of particle
energization have also been performed.12–14 The particle energy spectra
due to reconnection show hard power laws that extend to high ener-
gies.10,13,15–17 These spectra can then be combined with radiation mod-
els to predict observational signatures of reconnection in astrophysical
systems.18,19 For extreme astrophysical processes, additional quantum
electrodynamics (QED) processes, such as pair production and syn-
chrotron radiation, are important. PIC simulation studies including
these effects have been reported recently20–22 for 2D systems.

Phys. Plasmas 32, 013905 (2025); doi: 10.1063/5.0233583 32, 013905-1

VC Author(s) 2025

Physics of Plasmas ARTICLE pubs.aip.org/aip/pop

 04 February 2025 03:27:42

https://doi.org/10.1063/5.0233583
https://doi.org/10.1063/5.0233583
https://www.pubs.aip.org/action/showCitFormats?type=show&doi=10.1063/5.0233583
http://crossmark.crossref.org/dialog/?doi=10.1063/5.0233583&domain=pdf&date_stamp=2025-01-28
https://orcid.org/0000-0001-9432-2091
https://orcid.org/0000-0003-4230-5681
https://orcid.org/0000-0003-0692-7547
https://orcid.org/0000-0003-2095-4293
https://orcid.org/0000-0003-2406-1273
https://orcid.org/0000-0001-8427-8330
https://orcid.org/0000-0001-8092-1974
https://orcid.org/0000-0002-0040-799X
mailto:rjambunathan@lbl.gov
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1063/5.0233583
pubs.aip.org/aip/php


While substantial work has been done in 2D, similar detailed
investigations of 3D systems are lacking due to the computational
intensity of the PIC method. Nevertheless, a few 3D studies performed
recently reveal that in addition to the tearing-mode, drift-kink instabil-
ities dominate the evolution of the current sheet in the out-of-plane
dimension,8,16,23,24 significantly complicating the picture and allowing
particles to escape plasmoids. Escaped particles can reenter reconnect-
ing regions and become multiply energized.25 Cerutti et al. investigated
the dispersion relations of the tearing mode (in 2D) and the drift-kink
mode (in 3D). Numerical investigations performed by Werner and
Uzdensky24 showed that in systems with a large guide-field (i.e., out-
of-plane magnetic field component), 3D instabilities are suppressed
and 2D simulations can be used as a proxy to study these systems.
However, with small guide-fields, 3D effects become important and
cannot be accurately represented by 2D simulations. More detailed
investigations of 3D systems with radiation physics and QED effects
have not yet been conducted, especially with large magnetization,
mainly due to the computational expense of the PICmethod.

Development and application of advanced numerical algorithms
can improve computational efficiency and thereby enable detailed
studies of 3D reconnection systems. In Klion et al.,26 we used the
ultrahigh-order pseudo-spectral analytical time-domain (PSATD)
Maxwell solver and found that for 2D uniform grid simulations with
same spatial resolution, it can also accurately capture reconnection
similar to the widely used finite-difference time-domain (FDTD) Yee
solver. By contrast, it is not restricted by a Courant–Friedrichs–Lewy
(CFL) stability criterion in theory, and our results showed excellent
agreement up to CFL¼ 1.6 (i.e., cDt=Dx ¼ 1:6, where c is the speed of
light, and Dt and Dx are respectively the time step and the mesh size
of the simulation in each direction). The simulations were performed
on graphics processing units (GPUs) using the exascale-capable
WarpX code, and the reconnection rate as well as particle acceleration
obtained from our simulations agreed well with the results from the
literature.

Most PIC simulations reported in the literature have used a uni-
form grid. Note that the grid resolution for the PIC method must
resolve the local skin depth in order to accurately capture the plasma
kinetic effects. Magnetic reconnection involves disparate length scales
wherein the plasma density is often higher in the current sheet (by a
factor of 5 at minimum) than in the upstream regions. In order to cap-
ture these kinetic effects, the grid resolution in the current sheet must
be less than the local skin depth. However, uniform resolution grids
resolve even the region upstream of the current sheet, where the
plasma density is lower and the corresponding skin depth is larger.
Note that the PIC method also requires at-least tens of particles per
cell to obtain statistically accurate description of the non-thermal parti-
cle acceleration. Mesh refinement (MR) is therefore a natural choice to
alleviate the memory requirement and improve computational effi-
ciency. However, it has not been explored for relativistic reconnection
to the best of our knowledge.

In this paper, we apply mesh refinement (MR) to relativistic mag-
netic reconnection using WarpX to investigate the impact of using dif-
ferent resolutions for the high-density current sheet and low-density
upstream regions. The static MR strategy we leverage was first devel-
oped by27,28 and has been previously applied to study particle accelera-
tors and laser plasma interactions.30–32 However, it has not yet been
applied to systems such as relativistic magnetic reconnection, which

pose a unique set of challenges due to the high current density and
large flux of particles crossing the coarse–fine interface (from upstream
toward the x-points in the current sheet). While the implementation of
the MR method is generalized to 3D in the code, the study of the
method is performed in 2D in this work, as it enables the exploration
of the key issues and their mitigation more effectively without lack of
generality (i.e., the issues and mitigations identified in 2D extend read-
ily to 3D). Previously validated, high-resolution, uniform grid 2D sim-
ulations26 serve as the baseline to compare with the MR simulations.
To study the accuracy, we compare current sheet evolution, energy
conservation and conversion, and particle spectra. We also demon-
strate the advantage of using a spectral method, such as PSATD,
instead of the widely used FDTD method, thanks to its ultra-low
numerical dispersion.

The rest of the paper is organized as follows: Sec. II briefly
describes the idealized Harris-like current sheet setup and the MR
method that we used for the relativistic reconnection simulations along
with our choices of numerical parameters. In Sec. III, we first present
results obtained from coarsening the spatial resolution of uniform grid
simulations, then from applying static MR patches surrounding the
current sheet. The current sheet evolution, energy conversion, and par-
ticle energization are compared with the uniform resolution simula-
tions, and speedups are given. Section IV discusses the effect of solver
and parameter choices for the MR reconnection simulations that were
discussed in this work. Finally, conclusions are given in Sec. V together
with suggestions of improvements of the method discussed here that
could be included as part of future work.

II. SIMULATION SETUP AND MESH REFINEMENT
STRATEGY
A. Harris-like current sheets

The simulations shown in this paper are of two-dimensional,
pair-plasma, relativistic magnetic reconnection, starting from Harris-
like current sheets32 on a periodic domain. Since the background mag-
netic field changes sign at the current sheets, two sheets are needed to
ensure periodicity of the magnetic field direction. This section summa-
rizes the initial configuration; detailed description of the derivations of
spatial profiles for all values discussed are given in our prior work, Klion
et al.26 Unless otherwise indicated, the simulations in this paper use the
same initial configuration and simulation parameters as used previously.
Table I summarizes relevant simulation parameters in scaled units and
corresponding values in SI units is provided in Table IV in Appendix A.
Code and input files to replicate our simulations and results are available
online.33

The upstream, unreconnected, magnetic field is B ¼ 6B0ẑ .
The upstream magnetic field strength B0 sets the inverse upstream
electron gyrofrequency, x�1

c � me=ðeB0Þ, which is our main time-
scale. Here, me is the electron mass and e is the elementary charge.
Our base unit of length is the Larmor radius, qc ¼ cx�1

c , where c
is the speed of light. The 2D simulation domain extends from �Lx
to Lx in x and �Lz to Lz in z, with periodic boundary conditions
in both directions. We set Lx ¼ 2508 qc and Lz ¼ 1254qc. The top
and bottom current sheets are centered at x ¼ 6xc � 6Lx=2 with
half-width d ¼ 12:15 qc.

The spatial distribution of number density, nðxÞ and bulk velocity
bðxÞ is as follows:

Physics of Plasmas ARTICLE pubs.aip.org/aip/pop

Phys. Plasmas 32, 013905 (2025); doi: 10.1063/5.0233583 32, 013905-2

VC Author(s) 2025

 04 February 2025 03:27:42

pubs.aip.org/aip/php


nðxÞ ¼ nb þ ðnd � nbÞ sech
x þ xc

d
þ sech

x � xc
d

� �
; (1)

bðxÞ ¼ bðxÞŷ; (2)

¼ b0 sech
x þ xc

d
� sech

x � xc
d

� �
ŷ : (3)

Positrons and electrons are initialized with bulk velocities bðxÞ and
�bðxÞ, respectively. The bulk velocity at the center of the current sheet
is b0, and ŷ is the unit vector parallel to the out-of-plane y axis. Both
species are initialized with density nðxÞ. The number density in the
upstream region is nb and nd in the current sheet. Solving for
Amp�ere’s law gives the expression for the initial spatial variation of
magnetic field, given by

BzðxÞ ¼ � 2B0

p
2
þ nd
nb

� 1
� �� arctan tanh

x þ xc
2d

�

� arctan tanh
x � xc
2d

� p
4
þ 1
2

nd
nb

� 1
� �

� tanh
x þ xc

d
� tanh

x � xc
d

� 1

� ��
; (4)

where

B0 ¼ 2l0enbb0cd
p
2
þ nd
nb

� 1
� �

: (5)

The upstream “cold” magnetization, r � B2
0=ðl0nbmec2Þ ¼ 30.

At the center of the current sheets, the magnetic field decreases to zero,
and therefore, the magnetic pressure is also negligible. To keep the sys-
tem in pressure equilibrium, the gas pressure in the current sheet must
compensate for this loss of magnetic pressure. To accomplish this, the
current sheet plasma is both denser and hotter than the upstream
plasma. The temperature profile is given as

hðxÞ ¼ r
4
ð4þ gÞ=g� BzðxÞ=B0½ �2

nðxÞ=nb½ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� bðxÞ2

q : (6)

The current sheet number density per species is chosen to be
nd ¼ 5nb, where nb is the upstream number density per species. This
sets the dimensionless temperature at the center of the current sheets

[evaluating Eq. (6) at x ¼ xc] to be hd ¼ 1:57. The electron–positron
plasma is initialized at the start of the simulation by sampling
momenta from aMaxwell–J€uttner distribution at the local temperature
and with the local bulk velocity.34 Details of the derivation of these
expressions are given in Klion et al.26 A schematic of this configuration
is shown in Fig. 1.

To initiate reconnection, a one percent sinusoidal perturbation is
applied to the vector potential A, which reduces the magnetic pressure
at z ¼ 0 just above and below the current sheets. The magnetic field at
initialization is the curl of this perturbed vector potential, so $ � B ¼ 0
at the start of the simulation. The functional form of this perturbation
is given in our previous work.26 The numerical methods used in this
work preserve this property.

B. Mesh refinement method

The mesh refinement method implemented in WarpX is briefly
described here; more details can be found in Vay et al.28 The

TABLE I. Physical parameters and symbols common to all of our simulations.
Quantities marked with � are freely chosen; others are derived.

Parameter Symbol Value

Background (cold) magnetization� r 30
Background temperature� hb 0.15
Current sheet half-width� d 12:15 qc
Current sheet skin depth ke 2:45 qc
Current sheet overdensity factor� nd=nb 5
Current sheet velocity b0 0:22 c
Current sheet temperature hd 1.57
Domain half-width (x)� Lx 2508qc
Domain half-width (z)� Lz 1254qc

FIG. 1. Initial configuration for two-dimensional relativistic magnetic reconnection
with mesh refinement. The initial current sheets (orange and purple) have half-
widths of d and are located at x ¼ 6xc . The difference in grid density demon-
strates the location of the two refinement patches. Along the x axis boundaries of
each refinement patch, there is an absorbing layer (dark green hatched) and a
larger field gather buffer (FGB) region (green highlight). The grid lines and other
features on this schematic are not shown to scale.
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terminology is introduced in Fig. 2 using a simple example with one
level of refinement. The coarsest level, denoted L0, is called the parent
grid. The refinement region built on top of the parent grid is referred
to as level 1 (L1). The overlapping area is delimited by the dotted lines
on the parent grid in Fig. 2. The core principle of this method relies on
the linearity of Maxwell’s equations to separate the coarse and fine res-
olution solves of Maxwell’s equations on every level. The total electro-
magnetic fields on an “auxiliary” patch is constructed using
substitution that corrects the high-resolution solutions on the fine level
with the long-range effects captured on the coarse level. The particles
gather field from the “auxiliary” patch on the finest level that corre-
sponds to their position. That is, if their position is within the fine
patch, then particles gather fields from the “auxiliary” patch on L1, else
they will gather fields from the parent grid. In order to achieve this,
every refinement region has three separate grids, referred to as fine
patch, coarse patch, and auxiliary patch. The fine and auxiliary patches
have the same resolution as L1, and the grid resolution for the coarse
patch on L1 is that of the level below it, in this case the parent grid, L0.
Note that the parent grid does not require an auxiliary patch and the
electromagnetic solution on the parent grid is the final solution for the
parent grid level, L0. The particles deposit their current on the fine
patch of the level that corresponds to their positions, i.e., if the particle
position overlaps with the refinement patch, then the current is depos-
ited on the fine patch of L1. The current density on the fine patch of L1
is then interpolated to the corresponding coarse patch on the same
level (L1), and copied from coarse patch of L1 to the parent grid L0, in
the region overlapping with the refinement patch (and delimited by
the dotted line). Maxwell’s equations are solved independently on the
fine and coarse patches of L1 and on the parent grid, L0. The fine and
coarse patches on level, L1, are terminated with absorbing boundary
conditions, shown by green bands in Fig. 2. For the parent grid, the
physical boundary condition at the edge of the domain is applied.
Note that in the plasma accelerator simulations that use Warp/
WarpX,28,35 a perfect matching layer (PML) was used to damp (or
absorb) the electromagnetic signals leaving the fine and coarse patches
of L1.

27,36 This treatment at the coarse–fine boundary works well for
applications like particle accelerators, where the plasma in the coarse–
fine interface is nearly vacuum. However, for applications such as

reconnection where the plasma is dense at the coarse–fine interface
and the current density can be large, and numerical artifacts were
found to build over time during reconnection with PML. In this work,
we have implemented a new absorbing layer feature that is applied
inside the refinement patch, as shown by the hashed region in Fig. 1 to
prevent numerical artifacts that were observed with PML. The effect of
using this new feature is discussed later in Sec. IVB.

After the Maxwell solve, the full electromagnetic solution on the
auxiliary patch of L1 is obtained by the following substitution:

28,35

Fa
1ðpÞ ¼ Ff

1ðpÞ þ Ia F0ðqÞ � Fc
1ðqÞ

� �ðpÞ; (7)

where F is the field and p and q are grid points at the fine and coarse
resolutions, respectively. The subscript denotes the level of the field,
and the superscripts, f, c, and a refer to the fine, coarse, and auxiliary
patch, respectively. I½�ðpÞ is the operator that interpolates fields from
the coarse resolution grid points (q) to the grid points on the auxiliary
patch of the fine resolution (p) of level L1. For the interpolation, the
solution from the coarse patch of L1 (Fc

1) is first subtracted from the
solution of the underlying region from the parent grid (F0). This solu-
tion described by F0ðqÞ � Fc

1ðqÞ at grid points (q) on the coarse level is
then interpolated to the higher-resolution auxiliary patch grid
points (p), to which the solution from the fine patch, Ff

1ðpÞ is
also added. Such a substitution followed by interpolation given by
Ia½F0ðqÞ �Fc

1ðqÞ�ðpÞ) and addition with the fine-resolution solution
(Ff

1ðpÞ), ensures that the fine-resolution solutions (terminated at the
coarse/fine boundary) capture the short-wavelength solution and are
also corrected to include the long-range interactions captured by
the parent grid.28 The region s, delimited by a red line on the auxiliary
patch of L1, is offset from the coarse–fine boundary to ensure that par-
ticles do not gather the fine-level solution from the “auxiliary” patch of
L1 close to the edge of the patch, in order to avoid spurious effects that
occur when the particles leave or enter the refinement patch.28,37 This
buffer region where particles do not gather fields close to the patch
edge is referred to as the field gather buffer region, shown in green
in Fig. 1.

Simulations of relativistic magnetic reconnection with mesh
refinement were initialized as follows. The magnetic field for the
Harris-sheet setup, along with the perturbation, is initialized only on
the parent grid. As previously mentioned, an absorbing layer is used
instead of PMLs to terminate the patches. We also deposit the current
and damp it with the same damping profile in the absorbing region at
the edges of the fine patch, consistent with the electromagnetic fields.31

The buffer gather region, starting from the edge of the absorbing layer,
was chosen to be of similar physical width as the absorbing layer on
the fine patch and is indicated by the hashed region in Fig. 1. The
choice of these parameters for the MR simulations performed in this
work is provided in Sec. III.

III. RECONNECTION SIMULATIONSWITH MESH
REFINEMENT
A. Effect of mesh refinement on current density and
reconnection evolution

1. Effect of coarsening uniform grid resolution

We first perform a baseline uniform grid simulation for the two-
dimensional Harris-sheet setup described in Sec. IIA, with a grid size
of 4096� 2048 cells, which has a resolution of two cells per current-

FIG. 2. Schematic to illustrate the static mesh refinement algorithm, with a parent
grid at level 0 (L0) and a refined region at level 1 (L1). The refined region involves
three patches, namely, a fine patch, a coarse patch, and an auxiliary patch. The
fine and auxiliary patches have L1 resolution while the coarse patch has the same
resolution as the level below it, i.e., the parent grid. Maxwell’s equations are solved
on the fine and coarse patches of L1, and these regions are terminated by absorb-
ing layers indicated by the green bands surrounding these patches.
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sheet skin depth (Dx ¼ Dz ¼ ke=2). Note that the upstream Larmor
radius is also resolved with nearly one cell (0.8 cells), and the upstream
and current sheet Debye lengths are resolved by 1.25 and 1.8 cells,
respectively. Three additional uniform grid simulations are performed
by coarsening the baseline simulation by factors of 2, 4, and 8, i.e., with
grid size, 2048� 1024, 1024� 512, and 512� 256, respectively.
These cases are named baseline, coarse2, coarse4, and coarse8, respec-
tively. To differentiate the effect of the macroparticle resolution and
spatial resolution of the grid, we fix the initial macroparticle resolution
per unit area to be the same in these simulations, i.e., we initialize the
simulations with 64, 256, 1024, and 4096 macroparticles per cell (ppc).
Note that the physical plasma density at initialization is the same in all

these simulations (this is achieved by the choice of macroparticle
weight). All the simulations are performed using the PSATD Maxwell
solver, with a CFL¼ 0.95, Esirkepov deposition, and cloud-in-cell
interpolation.

A comparison of the evolution of the top current sheet obtained
from the baseline, coarse4, and coarse8 simulations is shown in Fig. 3.
The current sheet in the baseline simulation evolves similarly to the
simulation performed in our previous work.26 Soon after the current
sheets are initialized, and a 1% perturbation is applied, the magnetic
pressure drops above and below the current sheet, causing it to col-
lapse. The system continues to evolve, producing regions of trapped
plasma called plasmoids. These plasmoids move outward along the

FIG. 3. Comparison of temporal evolution of normalized out-of-plane current density, jy=ðenbcÞ, obtained from three 2D uniform grid simulations with baseline, coarse4, and
coarse8 resolutions. The magnetic field lines are shown by the gray lines. The baseline and coarse4 simulations show qualitatively similar behavior, though the initial current
sheet is somewhat underresolved in coarse4. The coarse8 simulation is strongly affected by numerical instabilities (or numerical heating) due to underresolution of the neces-
sary plasma length scales.
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current sheet, and merge, forming larger plasmoids (as seen at 2094 and
3025x�1

c ), finally leaving a single plasmoid at the end of reconnection
(at � 7000x�1

c ). The coarse4 simulation qualitatively shows a similar
evolution; however, due to the 4� coarser cell size, the thin current
sheet is not captured as well as in the baseline simulation. On the other
hand, the coarse8 simulation is severely under-resolved with just 0.25
cells per current sheet skin depth, 0.153 cells per upstream Debye length,
and 0.2225 cells per current sheet Debye length, resulting in a numerical
instability (caused by numerical heating) that appears prominently in
the rightmost column of Fig. 3. We note that coarse2 had similar evolu-
tion to baseline, and so have omitted it from Fig. 3 for brevity.

TABLE II. MR simulations and parameters.

MR case coarse2RR2 coarse4RR4 coarse8RR8

Parent [Nx;Nz] [2048, 1024] [1024, 512] [512, 256]
RR 2 4 8
Absorbing layera 20 40 80
FGBb layera 48 96 192

aThe width of the layers are set by the number of fine-patch cells.
bField gather buffer (FGB).

FIG. 4. Comparison of temporal evolution of the normalized out-of-plane current density, jy=ðenbcÞ, obtained from three 2D grid simulations, namely, uniform coarse8, mesh
refinement case, coarse8RR8, and the baseline uniform grid simulation. The magnetic field lines are shown by the gray lines. The addition of mesh refinement greatly reduces
the effects of low resolution in the coarse8 simulation. The qualitative evolution of coarse8RR8 matches that of our high-resolution baseline case. Note that the fields are shown
on the valid regions of L1 and L0 from which the particles gather electromagnetic fields for the top current sheet. The valid region of the mesh refinement patch on L1, surround-
ing the top current sheet, spans 1040 < x=qc < 1520, and is indicated by the dashed green lines. (For the bottom current sheet, the valid region of the mesh refinement patch
on L1 spans from �1520 < x=qc < �1040). Both current sheets evolve similarly and for clarity we zoom in and show only the top current sheet.
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2. Application of mesh refinement and its effect on
current density

Next, we study how the application of mesh refinement affects
the results for the coarse resolution simulations. We perform three MR
simulations, with parent grids that have the same resolution as the
coarse2, coarse4, and coarse8 simulations, i.e., (2048� 1024)
(1024� 512) (512� 256) grid-sizes. For each of these cases, static
refinement patches are applied around both current sheets (as illus-
trated in Fig. 1) with a refinement ratio (RR) such that the resolution
of the fine patch is the same as the resolution in the baseline case.
Refinement ratio (RR) is the ratio of the cell size on the parent grid to
the refined patch. The RR for the refinement patches applied to parent
grids with resolution same as coarse2, coarse4, and coarse8 is set to
RR ¼ 2; 4; and 8, respectively, and these MR cases are named
coarse2RR2, coarse4RR4, and coarse8RR8, respectively. Note that these
patches are static, and therefore, the refinement patch size is chosen
such that it can capture reconnection physics until the end of

reconnection. From our previous work, we learned that the size of larg-
est plasmoid extends up to �800qc. Therefore, the static mesh refine-
ment patches are initialized to be 800qc, resulting in 37% of the
domain being refined. The time step in the mesh refinement simula-
tions is set by the CFL¼ 0.95, based on the cell size at the finest resolu-
tion (i.e., the time step is the same as the baseline) case. For all the
mesh refinement simulations, the initial number of macroparticles per
species per unit area is set to be the same as the baseline case, i.e., 256,
1024, and 4096 macroparticles per parent cell (64 macroparticles per
fine patch cell) for the coarse2RR2, coarse4RR4, and coarse8RR8 cases,
respectively. As mentioned previously in Sec. II B, the refinement patch
contains an absorbing boundary layer that extends into the fine patch
from the coarse-fine boundary, and a field-gather buffer region, within
which particles gather fields from the parent grid to avoid numerical
artifacts. For all the MR simulations, the absorbing layer was set to be
10 parent grid cells wide starting from the coarse–fine interface, corre-
sponding to 20, 40, and 80 fine-patch cells for the coarse2RR2,
coarse4RR4, and coarse8RR8 simulations, respectively. Similarly, the
width of the field gather buffer region required to avoid numerical arti-
facts for the chosen refinement ratio are 48, 96, and 192 fine-patch cells
from the coarse–fine interface (the green region in Fig. 1) for the
coarse2RR2, coarse4RR4, and coarse8RR8 simulations, respectively.
The numerical parameters used for the mesh refinement simulations
are summarized in Table II.

In Fig. 4, we compare the evolution of the out-of-plane current
density, jy , obtained from coarse8, coarse8RR8, and baseline simula-
tions. It can be seen that the numerical instability observed for the
coarse8 simulation is mitigated when using mesh refinement in the
coarse8RR8 case, because the mesh-refined region resolves the initial
current sheet skin depth. Compared to the baseline simulation, it can
be seen that coarse8RR8 can capture the current sheet, the formation
of plasmoids, merging of plasmoids leading to secondary reconnection
(seen at t ¼ 2978x�1

c ), finally forming a single plasmoid at late times
when reconnection has quenched. Note that, while we do not expect
the evolution of plasmoids to be exactly the same as the baseline case,
these results confirm that even with a high refinement ratio of 8, the
simulations are able to capture reconnection characteristics. The evolu-
tion of current density was qualitatively similar for the coarse2RR2 and
coarse4RR4 simulations. We chose to highlight coarse8RR8 because the
uniform grid simulation without mesh refinement, i.e., coarse8 simula-
tion exhibited instability, hence providing a more challenging test for
mesh refinement. We also performed simulations with the refined
patch confined to the center of the current sheet, such that the coarse–
fine interface cuts across the current sheet, and found that the mesh
refinement algorithm captures reconnection characteristics well for
these cases as well. Results from these simulations are presented in
Appendix C.

B. Effect of mesh refinement on energy conservation
and conversion

A comparison of the energy transfer from magnetic field to parti-
cle kinetic energy (thermal and bulk acceleration) obtained from the
baseline, coarse2, coarse4, and coarse8 simulations is shown in the top
panel of Fig. 5. The current sheet evolution includes a linear regime,
when the current sheet breaks and forms small regions of trapped
plasma, and during this time, the particle energy increases exponen-
tially. At around t � 1800x�1

c , transition to the non-linear regime

FIG. 5. Comparison of energy conversion (top) and relative energy conservation
(bottom) obtained from the uniform grid 2D baseline, coarse2, coarse4, and coarse8
simulations. In the top panel, the magnetic field energy and particle energy are nor-
malized by the total initial energy and shown by solid and dashed lines, respectively.
The baseline result shown in black is averaged over five repeated simulations along
with the standard deviation denoted by error bars.
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begins where plasmoids merge to form larger plasmoids also causing
secondary reconnection. This continues until reconnection ceases by
t � 7000x�1

C when the magnetic field energy and particle energy reach
quasi steady-state. Since energy transfer can exhibit some small differ-
ences in the non-linear regime beginning at t ¼ 1800x�1

c , five simula-
tions were performed with the baseline numerical parameters. The
averaged magnetic field (solid) and particle energy (dashed) obtained
from these simulations are shown in black for the baseline case in
Fig. 5, along with the standard deviation (error bars). Energy conver-
sion obtained from coarse2 and coarse4 simulations proceeds identi-
cally with the baseline case in the linear regime, where the tearing
mode instability dominates, i.e., until t ¼ 1800x�1

c . Beyond this linear
regime, there are some differences in energy transfer but within the
standard deviation of the baseline for the coarse2, and a few standard
deviations of the baseline for the coarse4 case in the mid-reconnection
phase (1800x�1

c < t < 5000x�1
c ), beyond which it is within the stan-

dard deviation until the end of reconnection. On the other hand, the
coarse8 simulation does not capture the energy transfer process accu-
rately since the skin depth for this case is highly under-resolved, as was
also observed from the current density evolution shown previously in
Fig. 3. In the bottom panel of Fig. 5, we compare the relative energy
conservation and it can be seen that the baseline and coarse2 energies
are well-conserved and coarse4 deviates from baseline when the non-
linear reconnection regime begins (t ¼ 1800x�1

c ); however, it is still
within a relative difference of 4� 10�3. The coarse8 simulation did
not conserve energy, consistent with the increase in magnetic field
energy and particle energy observed in the top panel. We also com-
pared momentum conservation for the uniform grid cases and found
that the x, y, and z total momenta are conserved with61� 10�4 from
the respective initial total momenta (further details in Fig. 12 in
Appendix B).

In Fig. 6, we compare the energy conversion obtained from
the 2D mesh refinement simulations, coarse2RR2, coarse4RR4, and
coarse8RR8 with the magnetic field and particle energy evolution
averaged from five baseline simulations. As seen from the top panel,
the energy conversion proceeds identically for all the cases in the
linear regime (until t ¼ 1800x�1

c ) and then within the standard
deviation from the baseline simulation. In the bottom panel, we
compare energy conservation (relative energy with respect to initial
total energy) from the MR simulations and the baseline. By con-
struction, the MR method is not energy-conserving, because we
damp the electromagnetic fields and the current density in the
absorbing layer adjacent to the coarse–fine interface in the fine
patch (i.e., level 1 grid). Even then, the energy is conserved within
1% for the coarse8RR8 simulation with the largest refinement ratio
of 8. We investigated the initial bump at around t ¼ 200x�1

c
observed for the coarse8RR8, and coarse4RR4 cases and found that
it is caused by a very small signal that crosses the edges of the
field-gather buffer region in the fine patch. However, later on, this
small bump in the signal does not affect the reconnection physics or
energy conversion processes as apparent from the time evolution of
energy transfer from the top panel. We also found that the x, y, and
z total momenta are conserved with 61� 10�4 of the initial total
momentum for the MR simulations (Fig. 13 in the Appendix C).
Thus, mesh refinement does not significantly alter momentum con-
servation compared to the highly refined baseline case.

C. Effect of grid resolution and mesh refinement on
particle acceleration and reconnection rate

The evolution of particle acceleration from the mesh refinement
simulations, coarse2RR2, coarse4RR4, and coarse8RR8, is compared
with the baseline and coarse8 uniform grid simulations, in Fig. 7.
Similar to our previous work,26 the highest particle c at the start of
reconnection is 30, and at the end of reconnection, t ¼ 7000x�1, the
highest particle c for our baseline simulation increased by an order of
magnitude to 500. Majority of the particles have c 	 r, where r ¼ 30
is the magnetization used for our 2D relativistic reconnection simula-
tions, which is consistent with previous results in the literature.10,15,16

It can be seen that compared to the baseline simulation, the particle
spectra obtained from the coarse8 uniform grid simulation are subject
to numerical heating and do not exhibit the expected power law. This
is consistent with the energy increase observed in Fig. 5 and inability
to capture current sheet in Fig. 3. However, for the parent grid with
the same resolution, when including a mesh refinement patch as in

FIG. 6. Comparison of energy conversion (top) and relative energy conservation
(bottom) obtained from the uniform grid 2D baseline, coarse2RR2, coarse4RR4,
and coarse8RR8 simulations. In the top panel, the magnetic field energy and parti-
cle energy are normalized by the total initial energy and shown by solid and dashed
lines, respectively. The baseline result shown in black is averaged over five
repeated simulations along with the standard deviation denoted by error bars.
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coarse8RR8 simulation, the particle spectra and thus particle accelera-
tion are captured accurately. Note that coarse2RR2 and coarse4RR4
also show the same quantitative evolution of particle spectra. The uni-
form grid coarse2 and coarse4 simulations are not shown for brevity,
but they quantitatively agree with the baseline simulations.

1. Simulations with fewer macroparticles and their
effect on particle acceleration

Particle-in-cell simulation runtimes are dominated by the total
number of particles, especially for the relativistic reconnection simula-
tions presented in this work. To isolate the effect of spatial resolution
from macroparticle resolution, the total number of particles was kept
the same for all cases presented so far (as discussed in Sec. II). For the
baseline and coarse8 uniform grid simulations, there were (8� 8) and
(64� 64) macroparticles per cell, respectively, at initialization, i.e.,
same number of macroparticles per unit area. For the coarse8RR8 sim-
ulation also, the parent grid was initialized with (64� 64) particles per
cell everywhere, such that the cells in the refined patch had (8� 8)
macroparticles per species at initialization. Results are presented from
three additional simulations performed with the same grid as the
coarse8RR8 case but with fewer total number of macroparticles. For
these simulations, the number of initial macroparticles was sequen-
tially reduced only in the coarse region from (64� 64) to (32� 32)
(16� 16), and (8� 8) macroparticles per coarse cell per species. The
number of macroparticles in the fine patch cells was maintained at
(8� 8) for all these simulations, similar to the baseline and previously
discussed MR simulations. An additional uniform grid simulation was
performed named baseline-w/8� 8MR-part, where the resolution of
the uniform grid was the same as baseline, but the initial particle distri-
bution was same as MR simulation, coarse8RR8 with (8� 8) macro-
particles per coarse cell per species, and 8� 8 macroparticles per fine
cell per species (i.e., the total macroparticles were same as the
coarse8RR8 simulation with (8� 8) particles in fine and coarse patch).
This initial particle distribution in the baseline-w/8� 8MR-part simu-
lation results in 8� 8 macroparticles per uniform grid cell per species
in the regions corresponding to the fine patch of MR simulations, and
1� 1 macroparticles per uniform grid cell corresponding to the coarse
regions of the coarse8RR8 simulation.

We compare the particle acceleration obtained from these
coarse8RR8 simulations initialized with (64� 64) (32� 32) (16� 16),
and (8� 8) macroparticles in the coarse regions, with the uniform grid
baseline, baseline w/8� 8MR-part, and coarse8 simulations in Fig. 8. It
can be seen that at the start of the non-linear regime, at t � 2000x�1

c ,
the particle acceleration obtained from all the coarse8RR8 simulations
with different initial macroparticle resolutions agree well with the base-
line simulation. This agreement is also observed mid-reconnection at
t � 3000x�1

c . At the end of reconnection, the particle spectra in the
coarse8RR8 simulations with few particles agree very well with the
baseline simulation for c > 5. As shown in the zoomed-in inset, some
minor deviation appears from the baseline simulation for the simula-
tions with fewer particles. These minor differences for the low c region
are likely due to the low macroparticle resolution in the coarse and
fine upstream regions at the end of reconnection. During reconnec-
tion, particles from the upstream flow toward the current sheet and
become trapped in plasmoids. As a result, at the end of reconnection,
the upstream region in the fine patch has less than five macroparticles
per cell in some parts, contributing to differences in the low-c spectra.
The distribution of particle count as reconnection progresses is shown
in Fig. 17 (discussed in Appendix D). In Appendix D, we split the
energy spectra into contributions from the coarse region, labeled as
upstream, and the fine patch regions. We find that spectral contribu-
tions from the coarse region are also affected by low-particle resolu-
tion, even when the number of macroparticles per cell is much greater

FIG. 7. Comparison of time evolution of particle spectra for the baseline (solid
black), and MR simulations, coarse2RR2 (solid blue), coarse4RR4 (solid green),
and coarse8RR8 (solid orange) simulations. The solid red line is obtained from the
uniform grid coarse8 simulation.
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than 5. Despite this underresolution in both the coarse and fine
regions, the low-energy spectral signature is minimally affected. There
is no effect, however, on the high-energy portion of the power law,
which is a critical signature of reconnection. The high-energy spectrum

is captured with high fidelity even in the coarse8RR8 simulation initial-
ized with 8� 8 particles per cell in the coarse region.

In contrast, the particle spectra obtained from the baseline w/
8� 8MR-part simulation show that more particles are accelerated
compared to the baseline, even though the grid resolves the current
sheet skin-depth and upstream and current sheet Debye lengths.
Qualitatively, the plasmoid formation was found to be different in this
case compared to the baseline and coarse8RR8 simulations with differ-
ent macroparticles (shown in Fig. 18 in Appendix E). This is consistent
with higher particle acceleration observed in the particle spectra. This
further supports the efficiency of mesh refinement, where, with the
same initial particle distribution, the particle spectra can be captured
with MR, such that initially, particle statistics per cell is well main-
tained. The efficiency can be further improved by applying particle
splitting or merging, which will be performed as future work.

2. Effect of mesh refinement on reconnection rate

Accuracy of the mesh refinement simulations is also investigated
by comparing the reconnection rate with the highly refined baseline
uniform grid simulation. The dimensionless reconnection rate, b, is
given by24

b ¼ � 1
vAB0Lx

dU
dt

; (8)

where vA is the Alfv�en velocity, B0 is the upstream magnetic field, Lx is
the size of the domain, and U is the unreconnected flux. Since directly
measuring unreconnected flux is difficult, we use the approximation,
b � vin=vout, where vin is the inflow velocity into the reconnection cur-
rent sheet, and vout is the terminal exhaust velocity downstream.38,46

Similar to our previous work,26 we calculate vin by averaging jvxj within
a region of size xR � zR ¼ 122 qc � 490 qc ¼ 0:098 Lx � 0:195 Lz
centered on ðx; zÞ ¼ ð�xc þ xR; 0Þ. We found that the measured
inflow velocity is relatively insensitive to the choice of xR and zR, and is
also symmetric across the current sheet, and insensitive to the choice of
the top and bottom current sheets. To compare the reconnection rate
from the baseline and MR simulations, we choose the þx side of the
bottom current sheet. The outflow velocity, vout, is measured by taking
the median of the 10 highest cell-averaged z-velocities within d ¼ 12 qc
of the center of the current sheet. The outflow velocity approaches the
expected Alfv�en velocity, vA ¼ cr=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 þ r

p 
 c.
The estimated reconnection rate for the baseline, coarse2RR2,

coarse4RR4, and coarse8RR8 simulations are compared in Fig. 9. Note
that these simulations were performed with same number of macro-
particles in the domain. We also compare the reconnection rate
obtained from the coarse8RR8 simulation with 8� 8 particles per
coarse and fine cell. It can be seen that the growth of the ratio of
vin=vout from 0 to approximately 0.26 occurs within t � 1000x�1

c .
This growth is captured well by the mesh refinement simulations per-
formed with same number of macroparticles, and also by the
coarse8RR8 simulation performed with fewer particles (8� 8 macro-
particles in coarse and fine cells initially). From t ¼ 1000x�1

c to
2500x�1

c , reconnection rate estimates obtained from all simulations
remain steady between 0.15 and 0.25, before decaying to < 0:1. The
time 2500x�1

c approximately corresponds to the non-linear current
sheet evolution. Thus, after this time, the linearity assumption underly-
ing the estimate b 
 vin=vout breaks down and is no longer an accurate
estimate of the reconnection rate. From the reconnection rate

FIG. 8. Comparison of time evolution of particle spectra for the baseline (solid
black), coarse8 (dashed black), and coarse8RR8 simulations initialized with
(64� 64) (solid blue) (32� 32) (solid green) (16� 16) (solid orange), and (8� 8)
(solid red) macroparticles in the coarse region cells, and (8� 8) macroparticles per
cell in the fine-patch regions (similar to baseline). Additionally, particle spectra
obtained from baseline-w/8� 8MR-part simulation (dotted black) with similar initial
particle distribution as the coarse8RR8 case with (8� 8) macroparticles in the
coarse region cells is also compared.
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comparisons made in Fig. 9, it can be seen that the mesh refinement
method used in this work captures reconnection rate as well as the
high-resolution baseline uniform grid simulations.

D. Performance comparison with uniform grid

Since the results obtained from the coarse8RR8 simulation initial-
ized with 64 particles per cell in the coarse and fine cells agree well
with the baseline simulation, we compare the wall time and node-
hours used between the uniform grid baseline simulation and the
coarse8RR8. Since the memory footprint for the coarse8RR8 simula-
tions with eight times coarse particle resolution in the coarse patch is
reduced by a factor of 4, the latter simulation fits on just two nodes of
the OLCF Summit supercomputer while the baseline simulation
required four nodes. We used 4 GPUs per node so that the grids can
be equally divided between the nodes, instead of using all the 6GPUs
available per Summit node. In Table III, we compare the total run-
time and node hours used for the simulation. For both simulations, we
did not include diagnostics or I/O and performed the simulations up
to the end of reconnection (7000 timesteps). The baseline simulation

with 1073 � 106 particles required 560 s with four Summit nodes, i.e.,
0.62 node-hours. With the coarse8RR8 simulation with 412.3 � 106

particles, we obtained a performance increase by a factor of 1.4 in
terms of node-hours used. In the uniform grid and MR simulations,
the most time-consuming step of the PIC loop is current-deposition,
which is directly proportional to the number of particles. Note that the
number of particles decreased by a factor of 2.6 in the MR simulation
and we also decreased the number of nodes by a factor of 2. Thus, a
speed-up of 1.4� is expected if we consider that the main cost of the
PIC loop is from particle deposition. In the MR simulations, in addi-
tion to current deposition which takes 30% of the total time, nearly
14% of the total time is consumed by the routine that sorts particles
into field gather buffers. As mentioned before, particles in the fine
patch that are in the field gather buffer region gather fields from the
parent level. Sorting particles ensures that particles that gather from
Level 1 and Level 0 are contiguous in memory. However, detailed
investigations on optimization of this routine were not conducted in
this work, and targeted optimizations may improve performance in
the future. In addition, the time required for communications doubled
since the mesh refinement algorithm involves communication of field
data from parent grid to coarse patch of Level 1, which is interpolated
to the auxiliary patch. The domain decomposition grids on Levels 0
and 1 are different, and as a result, the communication of field data
across levels may be computational expensive and add to the time
required for the MR simulation to complete.

Preliminary simulations for 3D reconnection were also per-
formed to determine the performance improvement from using a
static MR for 1000 timesteps. 3D uniform grid simulations were per-
formed with the same resolution as the 2D coarse2 case, resulting in a
(2048� 1024� 1024) grid, since it would be computationally inten-
sive to have the same resolution as the 2D baseline case. The 3D uni-
form grid simulation was initialized with eight particles per cell,
resulting in 34.36 � 109 macroparticles. For 1000 timesteps, the wall
clock time was 119.8 s using 512 GPU nodes, i.e., 17.04 node hours. A
3D mesh refinement simulation was also performed with parent grid
4�coarser than the 3D uniform grid simulation with parent grid size
of (512� 256� 256), similar to the resolution of the 2D coarse8 case.
Static mesh refinement patches were initialized surrounding the two
current sheets, such that, 25% of the domain was refined with a refine-
ment ratio of 4 in each direction, and the coarse and fine cells were ini-
tialized with 8 particles per cell. The total macroparticles as a result
were reduced by a factor of 3.8, requiring eight times fewer nodes and
282 s wall clock time, i.e., 5.01 node hours. Thus, with a refinement
ratio of 4, and refinement patch that covered 25% of the domain, the
total performance improved by a factor of 3.37 for the 3D simulation.
We also extended the MR patch to extend 37% of the domain, and the
performance increased by a factor of 1.4. Note that further investiga-
tions need to be performed for the full 3D reconnection, where the
particle distribution will become more unbalanced as reconnection
proceeds. Nevertheless, these preliminary results already indicate that
3D reconnection with MR will enable higher resolutions, which might
be computationally expensive or even infeasible with a uniform grid.

IV. EFFECT OF MESH REFINEMENT PARAMETERS
A. Effect of PSATD vs FDTD

Uniform grid simulation results obtained from the widely used
FDTD Yee method were compared to those obtained using the

FIG. 9. Comparison of time evolution of reconnection rate, b � vin=vout , obtained
for baseline (solid black), coarse2RR2 (dotted blue), coarse4RR4 (dashed green),
coarse8RR8 (dashed-dotted orange), and coarse8RR8 with 8� 8 macroparticles
per coarse and fine cell per species at initialization (solid red). Reconnection rate
evolves similarly in all cases, peaking at 0.26 at t � 1000x�1

c , remaining between
0.17 and 0.23 from t ¼ 1000x�1

c to 2500x�1
c . After this time, reconnection

becomes non-linear and the assumptions made to estimate the reconnection rate
are no longer valid. Results from using MR thus agree well with the baseline uni-
form grid simulations.

TABLE III. Timing comparison of baseline and MR simulation.

Case Baseline coarse8RR8 (64ppca)

No. of GPU nodes 4 2
No. of particles (M) 1073.7 413.3
Total wall time (s) 560 793
Total node hours 0.62 0.44
Performance increase � � � 1.4

a8� 8 particles per cell (ppc) per species in both coarse and fine cells at initialization.
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PSATDMaxwell solvers in Ref. 27 where it was found that both solvers
capture the evolution of reconnection identically for the numerical
parameters that were considered. In this work, we performed MR sim-
ulations for the coarse8RR8 test case with the two solvers. Figure 10
shows a comparison of the normalized out-of-plane electric field for
the FDTD Yee simulation, PSATD, and baseline uniform grid simula-
tion. The fine–coarse interface is shown by the dashed-blue lines for
the MR simulation results. The dashed green line indicates the edge of
the field gather buffer region in the fine patch, where particles in the
fine-patch region between the green and blue lines gather fields from
the level below (parent grid in this case). Note that the fields in these
plots are from the levels that the particles gather from, and therefore,
the coarse–grid result is shown in the region below the dashed-green
line, since particles gather from the parent grid in those regions. At
mid-reconnection (t � 3000x�1

c ), the Ey solution obtained from the
Yee simulation started to develop spurious structures near the coarse
and fine patch interface, and by the end of reconnection, at
t � 7000x�1

c , these structures are present everywhere in the domain,
with larger wavelength in the coarse–grid compared to the fine-patch.
A similar structure was seen previously for plasma-accelerator simula-
tions with the Yee scheme and the mismatch of numerical dispersion
at the coarse and fine grid.29 Similar to previously studied numerical
dispersion in the reconnection simulations we present here, the elec-
tromagnetic waves propagate at different speeds on the fine and coarse
grid, which is further aggravated by the single time step chosen to solve
Maxwell’s equations on every level in our simulations. Subcycling in
the fine-patch with time step ratio on the coarse and fine cells such
that the corresponding CFL is the same on each grid and close to unity
was found to improve the results in previously performed accelerator
simulations.29 Another solution is to use an ultrahigh-order PSATD
solver. Compared to the Yee solver, the near-dispersionless PSATD
method does not develop these short-wavelength structures and the
normalized electric field qualitatively compares well with the baseline

uniform grid simulations. Thus, all the MR simulations reported in
Sec. III used the PSATD solver (with order 16).

B. Field damping method and parameters in
absorbing layer

As mentioned previously in Sec. II B, Maxwell’s equations
are solved on the fine and coarse patches of each level. At the
edges of the fine patch, the electromagnetic fields are terminated
by an absorbing layer. In this work, we implemented an absorb-
ing layer to damp the fields and compared its effect to the simu-
lations that use a perfectly matched layer (PML), which is the
default for mesh refinement patches in WarpX. In the PML
method, the fields are split into normal and tangential compo-
nents, and the normal components are damped. Since the PML
method was tailored to absorb electromagnetic waves in vacuum,
this method works well with particle accelerator simulations
where typically, the plasma density near the coarse–fine interface
is very small.31,36 However, for applications such as magnetic
reconnection, where the plasma density and current density at
the coarse–fine interface is high, it was found empirically that
damping all the components, as is done with an absorbing layer,
performs better. For damping fields in the absorbing layer, the
following non-physical conductivity is used:36

rx;i ¼ rmaxðiDxd ÞN exp ; i ¼ 0;…;Nlayer ; (9)

where rx;i is the non-physical conductivity in the ith cell of the
absorbing (or PML) layer, Nlayer is the number of cells in the
absorbing (or PML) layer, Dx is the size of the cell, d is the size of
the damping layer given by Nlayer � Dx, N exp sets the profile for the
function (we use quadratic, N exp ¼ 2 or cubic N exp ¼ 3), and
rmax ¼ jdsc

Dx , where c is the speed of light and jds is the damping

FIG. 10. Comparison of spatial variation of the normalized out-of-plane electric field, Ey=ðcB0Þ for mesh refinement simulations performed with same grid configuration as
coarse8RR8 with the Yee solver (left), the PSATD solver (middle), with the high resolution uniform grid baseline case (right). The FIG is zoomed in near the coarse-fine inter-
face, depicted by the dotted blue line, and the edge of the field-gather buffer region, depicted by the dotted green line.
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strength. We build on the two-step PML formulation described in
Shapoval et al.,36 and instead of damping only the normal compo-
nents, we also damp the tangential components. Note that for both
the PML and absorbing layer, the same conductivity profile is used
to damp the fields in the absorbing layers at the edges of the refine-
ment patches. The main difference between the two treatments, is
that, in the PML, the fields are split into tangential and normal
components, and only the tangential components are damped, while
with the absorbing layer implemented in this work, all the compo-
nents are damped equally.

We compare the effect of using an absorbing layer or a PML for
the coarse2RR2 case and compare with the baseline simulation. In
addition to damping the fields, the current density from the macropar-
ticles is also deposited in the absorbing layer and damped using the
same damping profile as for the fields. For the comparison, a cubic
profile was used for the conductivity (N exp ¼ 3), with a damping
strength, jds ¼ 4. The absorbing layer is 20 cells in the fine-patch, and
the field gather buffer region is 28 cells for both simulations. The spa-
tial variation of the out-of-plane current density, jy , is shown in
Fig. 11. We observed that until the end of reconnection, the solution
with the PML method compared well with the absorbing layer and
baseline simulation. However, when we performed these simulations
for a few more light-crossing times, beyond t > 8000x�1

c , we observed
an accumulation of non-physical current density near the PML region
at the coarse–fine interface, as seen prominently at t ¼ 10 471x�1

c ,
which continues to grow at t ¼ 12 800x�1

c . While the PML method
did not significantly affect the solution until the end of reconnection,
we decided to investigate and found that damping all the components
with the absorbing layer method mitigates these numerical artifacts at
the coarse–fine boundary as can be seen from the absorbing layer solu-
tion in Fig. 11. We found that the choice of the damping profile (qua-
dratic or cubic) or the damping strength (varied from 4 to 30) does not
significantly affect the solution.

V. CONCLUSIONS AND FUTURE WORK

In this work, we studied the application of static mesh refine-
ment to first principles 2D particle-in-cell simulations of relativistic
magnetic reconnection. Uniform grid simulations were performed
first by sequentially coarsening the highest resolution uniform grid by
factors of 2, 4, and 8. To distinguish the effect of macroparticle reso-
lution and grid resolution, all the uniform grid simulations were ini-
tialized with the same total number of macroparticles (increasing
macroparticles per cell by (2� 2) (4� 4), and (8� 8) compared to
the baseline uniform grid simulation for simulations with grid coars-
ening factors 2, 4, and 8, respectively). The eight times coarser grid
simulation did not resolve the current sheet skin depth and therefore
did not accurately model magnetic reconnection, as expected.
Applying a static MR fine-patch with a refinement ratio of 8 on top
of the 8� coarser parent grid led to improved resolution of the cur-
rent sheet. The MR simulation was able to capture the evolution of
the current sheet during reconnection, energy conversion, energy
conservation, and particle spectra accurately as indicated by the excel-
lent agreement with the uniform grid baseline simulations. The num-
ber of macroparticles was then reduced such that, at initialization, the
number of macroparticles for the MR simulation with refinement
ratio of 8, was 8� 8 in the coarse and fine cells. These simulations
also modeled the particle spectra and the power law accurately at all
times. However, it was found that, at the end of reconnection, by
which time particles from the upstream are trapped in one large plas-
moid, the number of macroparticles in the coarse upstream cells is
not sufficient to capture the low-energy spectra (c ¼ 2) as accurately,
and led to small deviation from the baseline solution. However,
beyond c > 5, which is relevant regime for particle acceleration, the
spectra compare well with the uniform resolution baseline case.

The FDTD simulations that employed the Yee solver displayed spu-
rious short-wavelength structures attributed to the large numerical dis-
persion occurring on the coarse parent grid and coarse patch. This is due

FIG. 11. Comparison of spatial variation of normalized out-of-plane current density, jy=ðenbcÞ for mesh refinement simulations performed with coarse2RR2 grid configuration
with the PML (left), the absorbing layer (middle), and the uniform grid baseline (PSATD) case (right). The figure is zoomed-in near the coarse-fine interface, depicted by the dot-
ted blue line, and the edge of the field-gather buffer region, depicted by the dotted green line.
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to the single time step set by a CFL � 1 on the refined patch, leading to
an effective CFL of 0.125 on the coarse patch for a refinement ratio of 8.
On the other hand, the ultrahigh-order PSATD solver is less susceptible
to numerical dispersion and showed good agreement with the high-
resolution uniform grid baseline results. A new absorbing layer was intro-
duced to reduce the numerical artifacts at the coarse–fine interface that
were observed with the PMLmethod long after reconnection quenched.

Based on results from previous studies,26 a refinement patch was
chosen that covers at least 80% of the largest plasmoid size expected at
the end of reconnection. This resulted in nearly 37% of the 2D domain
being refined, reducing the number of macroparticles by one half for a
refinement ratio of 8. A 1.4� performance increase was observed in
terms of node-hours used, compared to the high-resolution 2D uni-
form grid simulation. Manual performance optimization of the mesh
refinement algorithm for magnetic reconnection, not explored here,
should also provide additional performance improvements.
Preliminary 3D uniform grid and two MR simulations were performed
for 1000 timesteps to compare the performance improvement with
refined regions covering 25% and 37.5% of the domain. The number
of macroparticles required decreased by a factor of 0.25 and 0.5,
improving the performance (in terms of node hours) by a factor of 3.4
and 1.46, respectively, reducing the number of GPU nodes required by
a factor of 8 and 4, respectively. Thus larger memory savings and per-
formance increases can be expected when using mesh refinement in
3D. Additionally, subcycling with time step ratio between fine and
coarse levels being the same as the refinement ratio may also allow for
increase efficiency. Detailed investigations are deferred to future work.

The MR strategies presented in this work have implications
beyond the 2D relativistic reconnection application demonstrated
here. The strategies presented here will also benefit non-relativistic
magnetic reconnection and other high-energy systems with large dis-
parities in length-scales and with high plasma currents crossing the
coarse–fine interface. Additionally, preliminary 3D simulations show
promising performance improvement, requiring fewer GPU nodes
than the uniform grid counterpart. This suggests that 3D simulations
with higher resolution in the current sheet are now possible due to
reduced memory requirement compared to the uniform grid counter-
part. This is especially significant when using radiative cooling, where
cooling rates have been artificially decreased or turned off in regions
where the local density becomes large, and the skin depth is not
resolved by the restrictive uniform grid. It will therefore open a new
window to study 3D effects.

The MR strategies applied to reconnection in this work lay the
groundwork for future improvements. The MR simulations presented
here used a static mesh, and this meant using a large region for refine-
ment even at the start of the simulation when the current sheet thick-
ness, or region requiring refinement, is much smaller. Future work
will extend this method to include adaptive refinement as the current
sheet evolves to form plasmoids and as the plasmoids merge growing
in size, i.e., as the region requiring refinement evolves. The advantage
of adaptive mesh refinement is that it would allow for a small refine-
ment patch initially when the current sheet is thin, and as the current
sheet evolves to form plasmoids, the refinement patch would adapt
according to the local skin-depth. While static mesh refinement itself
is quite challenging, dynamic mesh refinement adds to the challenge
due to an evolving coarse–fine interface. This requires a detailed anal-
ysis of load-balancing and evolving damping layers. However, in

principle, the methods used for the static MR simulations discussed in
this paper can be applied to adaptive MR, but with more engineering
to enable adaptivity. Similarly, the simulations used a fixed number of
macroparticles with weights that were set at initialization. However, it
may be more efficient to split particles when they cross from the
coarse to fine region and merge particles that transition to the coarse
region. Some studies have performed particle splitting and merging,39

and these will be explored in our future work. The MR algorithm pre-
sented in this work can readily be used to perform 3D simulations.
While only single-level MR is presented in this work, the code and
methods presented here are also capable of performing multiple levels
of refinement. As mentioned previously, in high-energy astrophysical
systems, radiative effects are important. With the MR method pre-
sented in this work, one can resolve the local skin depth due to higher
densities caused by the cooling, without having to refine the other
regions. Due to the reduced memory requirement, the mesh refine-
ment approach presented in this work will render 3D simulations
more tractable as they can be performed more efficiently.
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APPENDIX A: HARRIS-LIKE CURRENT SHEET SETUP

Physical parameters and symbols common to all of our simula-
tions (Table IV).

TABLE IV. Physical parameters and symbols common to all of our simulations.

Parameter Symbol Value

Background Larmor radius qc 4:1� 10�3 m
Background Larmor frequency xc 7:3� 10�10 s�1

Skin depth ke 0:01m
Current sheet half-width d 0:05m
Background magnetization r 30
Background magnetic field B0 0:42 T
Current sheet number density nd 2:8� 1017 m�3

Background number density nb 5:6� 1016 m�3

Current sheet velocity b0 0:22 c
Background temperature hb 0.15
Current sheet temperature hd 1.57
Domain half-width (x) Lx 10:24m
Domain half-width (z) Lz 5:12m

FIG. 12. Comparison of conservation of the x�, y�, and z� components of the total momentum obtained from baseline, coarse2, and coarse4 uniform grid simulations. The
field momentum is shown by the blue dashed lines, particle momentum denoted by the green dotted lines, and the total momentum is shown by the solid black line.
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APPENDIX B: COMPARISON OF MOMENTUM
CONSERVATION

Similar to energy conservation comparisons shown previ-
ously in Figs. 5 and 6, a comparison of conservation of x�, y�,
and z� components of momentum for the uniform grid simula-
tions, baseline, coarse2, and coarse4 is shown in Fig. 12. The abso-
lute difference in field, particle (including both species), and total
momentum in the x, y, and z directions (integrated over the
whole domain) with their respective values at initialization are
shown. Note that the initial field momentum in all directions is
zero by construction for the Harris-like current sheet setup. The
particle momentum theoretically would cancel out, since inside
the current sheet the out-of-plane velocity for the electrons and
positrons are opposite, resulting in the initial current sheet.
However, the x, y, and z momenta of just electrons summed over
the top half of the domain, which includes just the top current
sheet is �4� 10�7, 5:7� 10�5, and �7� 10�8 (kg m s�1),
respectively, at initialization. When summed over the entire
domain, due to statistical noise, the momenta do not cancel out

exactly and the total initial momenta (including both electrons
and positrons) in the x, y, and z simulations are on the order of
10�7 for the baseline simulation and approximately in the same
range for all the other simulations compared here. [Adding the
magnitude of the out-of-plane momentum for both species over
the whole domain results in 2:28��4 (kg m s�1)].

It can be seen that for baseline simulation, the x�, y�, and z�
components of total momentum (which is the sum of the field and
particle x� momentum) is conserved within 62� 10�5,
61� 10�5, and 68� 10�5, respectively. As we coarsen the uni-
form grid by a factor of 2, and 4, in the coarse2, and coarse4 simula-
tions, the absolute difference in the x� total momentum increases
to 64:2� 10�5 and 65� 10�5, respectively, the absolute difference
in the y� total momentum increases to 61� 10�4, and 64� 10�5,
respectively, and finally, the absolute difference in the z� total
momentum increases to61:6� 10�4 and61:65� 10�4, respectively.
These deviations from the initial momentum are within acceptable tol-
erances for the explicit electromagnetic PIC method used in this work.
The momentum is not conserved for the coarse8 case, similar to the
energy non-conservation due to numerical heating.

FIG. 13. Comparison of conservation of the x�, y�, and z� components of the total momentum obtained from baseline, coarse2RR2, coarse4RR, and coarse8RR8 simula-
tions. The field momentum is shown by the blue dashed lines, particle momentum denoted by the green dotted lines, and the total momentum is shown by the solid black line.
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To study the effect of mesh refinement on momentum conser-
vation, the x, y, and z momenta (including field, particle, and total)
obtained from the MR simulations, coarse2RR2, coarse4RR4, and
coarse8RR8 are compared with the high-resolution uniform grid
baseline simulation. Similar to the uniform grid simulations, the dif-
ference in x, y, and z components of the total momentum is within
64� 10�4. Similar to the energy conservation studies, we do not
expect momentum to be conserved with MR since we damp the
solution with absorbing layers. Even then, the total momentum in
the x, y, and z directions are within 61� 10�4 of the initial total
momentum.

APPENDIX C: EFFECT OF REFINEMENT PATCH SHAPE

In addition to the mesh refinement simulations tabulated in
Table II and discussed in Sec. III A, we also studied the effect of
patch shape. The MR simulations tabulated in Table II and dis-
cussed in Sec. III A involved refinement patches that extended
throughout the current sheet up to the edges of the domain bound-
ary in z. We also performed these simulations with a rectangular
patch for both the top and the bottom current sheets, where the
refinement patch is terminated in the z direction. The valid region
of the refinement box extended from �548:6 < z=qc < 548:6 for
both current sheets. We performed three MR simulations, namely,

FIG. 14. Comparison of temporal evolution of the normalized out-of-plane current density, jy=ðenbcÞ, obtained from three 2D grid simulations: uniform coarse8, mesh refinement
case coarse8RR8-box, and the baseline uniform grid simulation. The magnetic field lines are shown by the gray lines. The addition of mesh refinement greatly reduces the effects
of low resolution in the coarse8 simulation. The qualitative evolution of coarse8RR8-box matches that of our high-resolution baseline case. The plotted fields include the
valid regions of L1 and L0 from which the particles gather electromagnetic fields. The valid region of the mesh refinement patch on L1, surrounding the top current sheet,
spans 1040 < x=qc < 1520 and �548:6 < z=qc < 548:6, and is indicated by the dashed green lines. [For the bottom current sheet, the valid region of the mesh refinement
patch on L1 spans from�1520 < x=qc < �1040 and (�548:6 < z=qc < 548:6)]. Both current sheets evolve similarly, and for clarity we zoom in and show only the top current
sheet.
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coarse2RR2-box, coarse4RR4-box, and coarse8RR8-box, with the
same MR parameters as in Table II, and the same dimensions for
the parent grid and refinement ratios, but with a rectangular refine-
ment patch. In Fig. 14, we compare the evolution of the out-of-
plane current density, jy , obtained from the uniform grid coarse8,
mesh refined coarse8RR8-box, and the uniform grid baseline simula-
tions. Similar to the observations made in Fig. 4, we can see that the
numerical instability observed for the coarse8 simulation is

mitigated when using the rectangular mesh refinement patch (indi-
cated by the dashed green line) in coarse8RR8-box. The evolution of
the current sheet, i.e., formation of plasmoids and their merging is
captured well by the coarse8RR8-box case, similar to the baseline. As
previously discussed in Sec. III A, we do not expect the evolution of
the current sheet to be exactly the same as the baseline with the high
refinement ratio of 8, where the small wavelength features are not
captured by the coarse parent grid. However, the simulations are
able to capture the overall reconnection characteristics well. With a
rectangular patch in coarse8RR8-box, the coarse–fine interface
occurs in the upstream region and across the current sheet. These
results demonstrate that the MR algorithm discussed in Sec. II B can
capture reconnection characteristics while preventing numerical
artifacts at the coarse–fine interface. Similar results we obtained for
coarse2RR2-box and coarse4RR4-box simulations, and we highlight
only coarse8RR8-box as that has the highest aspect ratio of 8, which
is more challenging for mesh refinement.

The evolution of particle acceleration from mesh refinement
simulations coarse2RR2-box, coarse4RR4-box, and coarse8RR8-box
is compared with baseline and coarse8 uniform grid simulations in
Fig. 15. Similar to the observations in Fig. 7, adding a mesh refine-
ment patch in coarse8RR8-box simulation allows for capturing par-
ticle acceleration, similar to baseline, and alleviates the numerical
heating observed for coarse8 simulation. Note that coarse2RR2-box
and coarse4RR4-box also agree well with the baseline simulation.

APPENDIX D: PARTICLE SPECTRA CONTRIBUTIONS
FROM UPSTREAM AND REFINEMENT PATCH REGIONS,
AND NUMBER OF PARTICLES PER CELL

Minor differences were observed in the particle spectra (shown
in Fig. 8) obtained from coarse8RR8 simulations initialized with
(64� 64) (32� 32) (16� 16), and (8� 8) macroparticles in the
coarse region cells, and (8� 8) macroparticles per cell in the fine-
patch regions. The energy spectra were split into contributions from
particles in the refinement patch and from particles outside of the
patch, called “upstream.” The spectra from these regions along with
the total spectra (which is the sum of split spectra) is shown in
Fig. 16 focusing in the c < 5 region. It can be seen that at
t � 2000x�1

c , the patch (dashed), upstream (dotted), and total spec-
tra (solid) from all simulations agree well. As time progresses, at
t ¼ 6981x�1

c , it can be seen that the difference in the total spectra
at c ¼ 2:5 is largely due to the particle spectra in the upstream
region, where the number of macroparticles is lower at initialization
and is further decreased during reconnection as upstream particles
are pulled toward the current sheet region covered by the refine-
ment patch. In Fig. 17, we show a histogram of particles per cell for
all the cells in the domain, as a fraction of the total number of cells.
It can be seen that at t ¼ 840x�1

c , all simulations have more than
four particles per cell everywhere, except for a small fraction of cells
in the simulations initialized with (16� 16) and (8� 8) macropar-
ticles in the coarse region cells. As time progresses, the particles
from the upstream coarse region are draw to the X-points in the
current sheets, resulting in reduced particles per cell. For the simu-
lations initialized with (64� 64) and (32� 32) in the coarse region,
for most of the simulation there are more than four particles per
cell, and a very small fraction (< 0:01) of cells have less than four

FIG. 15. Comparison of time evolution of particle spectra for the baseline (solid
black), and MR simulations, coarse2RR2-box (solid blue), coarse4RR4-box (solid
green), and coarse8RR8-box (solid orange). The solid red line is obtained from the
uniform grid coarse8 simulation.
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macroparticles per cell. All the cells with less than 30 macroparticles
per cell are from the fine patch, which is 8 times more refined than
the parent grid. For the simulation initialized with (16� 16) macro-
particles per cell, until t ¼ 2560x�1

c , most cells have more than five
particles per cell, and a small fraction < 0:05 have less than four
macroparticles per cell. Near the end of reconnection, at
t ¼ 6000x�1

c , the (16� 16) case has 5% of total cells with one or
less macroparticles per cell. For the simulation initialization with
(8� 8) macroparticles in the coarse region, at the end of reconnec-
tion, nearly 18% of the cells have zero and one macroparticles per
cell. Note that these simulations also have a signification fraction of

FIG. 16. Time evolution of particle spectra (in the c < 5 range) obtained from the
coarse8RR8 simulations initialized with (64� 64) (32� 32) (16� 16), and (8� 8)
macroparticles in the coarse region cells, and (8� 8) macroparticles per cell in the
fine-patch regions. The total spectra (solid) is the sum of spectra from particles in
the refinement patch (dotted) and particles outside of the refinement patch called
upstream (dashed). This plot focuses on the box inset region shown previously in
Fig. 8.

FIG. 17. Particle count distribution showing fraction of total cells with a given num-
ber of particles per cell, shown at times throughout reconnection in the coarse8RR8
simulations initialized with (64� 64), (32� 32), (16� 16), and (8� 8) macropar-
ticles in the coarse region cells, and (8� 8) macroparticles per cell in the fine-patch
regions.
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cells with more than 100 macroparticles per cell at the end of recon-
nection, where particles are trapped in plasmoids. With a linear
interpolation for deposition and gathering, the current density
for these times is shown in Fig. 18 (middle column). Even with
noisy current density and few macroparticles per cell in the
upstream regions, the differences in the spectra for c < 5 are
minor and as mentioned previously, and the non-thermal
particle acceleration is captured well by all the simulations as seen
from the good agreement in the high c regions of the spectra in
Fig. 8.

APPENDIX E: EFFECT OF MESH REFINEMENT AND
PARTICLE RESOLUTION ON CURRENT DENSITY
VARIATION

To delineate the effect of grid resolution and particle resolu-
tion, uniform grid simulations, baseline, coarse2, coarse4, and
coarse8, and MR simulations, coarse2RR2, coarse4RR4, and
coarse8RR8 were performed with same total macroparticles. All MR
simulations were found to agree well with the highly refined baseline
simulation. To improve efficiency as enabled by MR, coarse8RR8

FIG. 18. Comparison of temporal evolution of the normalized out-of-plane current density, jy=ðenbcÞ, obtained from three 2D grid simulations, namely, uniform baseline-w/
8� 8MR-part case, mesh refinement case, coarse8RR8 with 8� 8 macroparticles per coarse and fine cell per species, and the baseline uniform grid simulation. The magnetic
field lines are shown by the gray lines. Note that for the MR simulation, the fields are shown on the valid regions of L1 and L0 from which the particles gather electromagnetic
fields for the top current sheet. The valid region of the mesh refinement patch on L1, surrounding the top current sheet, spans 1040 < x=qc < 1520 and is indicated by the
dashed green lines. (For the bottom current sheet, the valid region of the mesh refinement patch on L1 spans from �1520 < x=qc < �1040). Both current sheets evolve sim-
ilarly and for clarity we zoom in and show only the top current sheet.
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simulations were initialized with (64� 64) (32� 32) (16� 16), and
(8� 8) macroparticles in the coarse region cells, and (8� 8) macro-
particles per cell in the fine-patch regions. The particle spectra and
current density evolution from these cases were comparable with
the baseline simulation. To further assess the need for mesh refine-
ment, uniform grid simulation, baseline-w/8� 8MR-part, was per-
formed with grid resolution same as baseline, and initial
macroparticle distribution same as the coarse8RR8 simulation with
8� 8 macroparticles per coarse and fine cell per species. Even
though the total number of macroparticles and their initial distribu-
tions were the same, the current sheet evolution and plasmoid for-
mation from the coarse8RR8 MR simulation compared better with
the high-resolution baseline simulation that the baseline-w/
8� 8MR-part as shown in Fig. 18. The current density evolution
obtained from the baseline-w/8� 8MR-part simulations shows
faster rate of plasmoid formation as seen from the snapshots at t ¼
977x�1

c and t ¼ 2140x�1
c . This is also consistent with the higher

particle acceleration observed from the particle spectra obtained
from this simulation, shown previously in Fig. 8. Thus, mesh refine-
ment allows for improved particle statistics by using coarse cells in
the upstream region, and fine cells in regions where the plasma
skin-depth is high. This results in efficient simulations with fewer
total macroparticles while maintaining accuracy. The use of particle
splitting and merging in the future will further improve the noise
observed in the fine patch of the coarse8RR8 simulation, further
reducing noise with improved particle statistics per cell.
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